13/06/2017

Repeated Measurements

>

Concept of repeated measures

*We measure the same outcome measure several times on the same person (or thing)
*This is often done over time
*Usually the measurements are continuous data

*Normally, the measurements are on people

*Often, there is missing data
*The number of measurements per subject may differ

*The timing of measurement per subject may differ

*Measurements within a subject are likely to be correlated, and this needs to be taken into
account in the analysis
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Why do we take repeated measurements on
individuals?

* Some research questions requiring repeated measures data:
* How much of the drug gets into the blood and what happens to these levels over time?
¢ Do the quality of life scores differ before and after an intervention?
* Do haemoglobin levels change over time within a person?

« Is there a difference in the quality of life scores measured over time between smokers and non
smokers?

e Compare 2 diets, and we measure body weight every month on each person

Why do we take repeated measurements on
individuals?

* Monitor change over time
¢ Inform about potential causal relationship between an exposure and an outcome
* Study designs in which patients are followed up over time

« Efficient use of a limited number of subjects: more measurements from fewer individuals — but
you should only take repeated measures if there is a scientific reason for this (don’t do it just to
get more datal)

* There is less variability within subject than between subjects, which allows statistical inference
to be made with fewer subjects
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Simple ways to analyse repeated measures data

A simple but sometimes not very efficient way is to use only one value per person/thing

eStandard and simple methods already covered can then be used

« If repeated measurements data was collected, analysing data at only one time point runs the risk of losing

useful information

*Selection of one measurement value per person/thing:
*Measurement at a specific visit, or relevant time point
*Minimum or maximum of all the measurements for one person/object

First or Last measurement

*Consider converting several measurements for a person/object into a single value:

*Mean or median
Difference between two time points
eArea Under the Curve (AUC)

Example using AUC

Oral drug

¥

6 AUC=53

D=

Plasma concentration (ng/ml)
i

0 2 4 6 8 10 12 14 16
Time since administration (hours)

This is a curve for one person, with a plasma
value for every 1 or 2 hours after taking a drug

The Area Under the Curve is 53
We have turned 12 values into 1

Some software can easily give AUC for each
person/thing

Can analyse this using t-test or simple linear
regression
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Example - Repeated measures data

e Laboratory experiment in 16 samples (8 per group) to evaluate the

effect of a new compound.

e 8samples randomized to the active exposure and 8 to a control

e Samples assessed weekly for 3 weeks (week 0, week 1, week 2)

e Samples measured for a specific cell mutation on a scale (0 to 100)

e (Questions:

— Isthere any evidence of a difference in level between the active
exposure and control

— Do differences in between groups depend on the timing (i.e. do you

get larger differences earlier than later?)

Example - Repeated measures data

Wide format Long format
Meas_urement of cell M easurement of
ID Exposure| mutation (0-100 scale) 15 | g e call mutation
Week 0| Week 1| Week 2 (0-100 scale)
1 Active 43 34 45
2 Active 23 33 32 1 Active 0 43
3 Control 15 19 21 1 Active 1 34
4 Control 18 18 23 1 Active 2 45
5 Control 27 24 22 2 Active 0 23
6 Control 28 18 26 2 Active 1 33
2 Active 2 32
3 Control 0 15
3 Control 1 19
3 Control 2 21
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Example - Repeated measures data
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Accounting for repeated measures outcomes

eCommon statistical methods such as two independent sample t-test and linear
regression assume independence between observations.

*Some people incorrectly treat repeated measurements observations as separate
observations
*having 10 measurements on 10 people is not the same as having 1
measurement on 100 people (just because there are 100 data values in each
situation)

*You still have only 10 people, but the statistical analysis is usually more complex

*Also, do not perform lots of independent pairwise comparisons between time
points (it increases the error rate)
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Repeated measures analysis

*There are specific statistical methods that account for repeated measures

*These methods are often more complex than the standard statistical tests but:

*They are the correct way to analyse repeated measures data

*They account for the fact that the data has a dependent structure (eg measurements are

organised in terms of subjects)

*They will analyse all of the actual data you have observed

*They are more sensitive to detecting differences between groups than if we only use one

single point

*They allows us to answer question about the entire profile over time

Two measurements per subject

Measurement of cell

D mutation (0-100 scale) Difference
Before After After-Before

treatment treatment

1 43 34 -9

2 23 33 10

3 15 19 4

4 18 18 0

5 27 24 -3

6 28 18 -10

If we want to account for paired
data and assess whether there is
a difference between
measurements After and Before
treatment consider using:

- Paired t-test

- Wilcoxon signed-ranks test
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Two measurements per subject

Paired Samples Statistics

Std. Error
Mean M Std. Deviation WMean
Pair1  Aftertreatment 24333 [ 74476 3.0405
Before treatment 25667 [ 98725 40304
. Paired Samples Test
Palred t-teSt Paired Differences
95% Confidence Interval ofthe
Std. Error Difference
Mean Std. Deviation Mean Lower Upper dr Sig. (2-tailed)
Pair1  After treatment - Before =
treatment -1.3333 7.6855 31376 -9.3928 6.7321 -425 g 689
Ranks Test Statistics®
sum of Before
WI|COX0n Slgned- N Wean Rank Ranks treatment -
Befara treatment - After MNegative Ranks 2? 3.2% 6.50 After
ranks test treatment Positive Ranks 3 283 8.50 - restment -
Ties 1%
Total 5 Asymp. Sig. (2-tailed) 786

a. Before treatment < After treatment
b. Befare freatment = After freatment
¢. Befors treatment = After treatment

b. Based on negative ranks.

a. Wilcoxon Signed Ranks Test

Two measurements per subject

Measurement of cell

mutation (0-100 scale)
ID Treatment

If you want to assess whether
there is a difference in the
measurements between Active

Week 0 | Week 1 and Control in week 1 adjusting
1 Active 43 34 for week 0 consider using:
2 Active 23 33
3 Control 15 19 - Linear regression with
4 | Control 18 18 treatment as a predictor
5 Control 27 24 S
6 Control o8 18 adjusting for week 0
7 Active 45 34
8 Active 35 33
Coefficients™
Standardized
Unstandardized Coefiicients Coefficients 95.0% Confidence Interval for B
. . Model B Std. Error Beta t Sig Lower Bound | Upper Bound
|_|near regreSS|0n 1 (Constani) 5.329 2.486 2144 085 -1.061 11.720
Week 0 103 129 872 423 174 353
treatment (12454 2.109 876 5006 | /700N 7.033 17.874
a. Dependent Variable: Week 1 \—/
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More than 2 measurements per subject

M easurement of

ID |Exposure| Week cell mutation

(0-100 scale)
1 Active 0 43
1 Active 1 34
1 Active 2 45
2 Active 0 23
2 Active 1 33
2 Active 2 32
3 Control 0 15
3 Control 1 19
3 Control 2 21

Analysis of repeated measures
when the outcome was measured
two or more times per subject:

- Repeated Measures ANOVA

- Mixed effects modelling

Repeated Measures ANOVA using SPSS
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Repeated Measures ANOVA

Tests of Within-Subjects Effects

Source Type |1l Sum of Squares | df | Mean Square F Sig.
Week 104.167| 2 52.083 | 55.38| .000
Week * Exposure 12,167 2 6.083| 6.47 /OE

T\
Jd N\

Active
Control

-

We’ek 0 Welek 1 Welek 2
Tests of Between-Subjects Effects

Tests whether there are differences in the

outcome between Active and Control

simultaneously each week (i.e. whether mean

profiles are similar over time)

Source

Type 11l Sum of Squares | df | Mean Square F

Sig.

Exposure

14.083] 1

14.083 14.97| .001

Repeated Measures ANOVA

Measurement of cell
ID Exposure| mutation (0-100 scale)

Week 0| Week 1| Week 2
1 Active 43 34 45
2 Active 23 Missing 32
3 Control 15 19 21
4 Control 18 18 23
5 Control 27 24 Missing
6 Control 28 18 26

But when there is missing data, ‘repeated
measures ANOVA'’ ignores the entire row
(i.e. ID's 2 and 5 would not be included in the

analysis at all)

Need to use an alternative method
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Mixed Effects modelling for repeated measures

e It is essentially another (more complicated) type of regression analysis

* It is used mostly for continuous outcome measures

* |t can account for multiple predictors

* Predictors can be any mixture of categorical or continuous

e It accounts for the fact that the outcome measurements are grouped within
subjects

* It can be used for very complex data

* It is an efficient approach to analyse data when there is missing data

Mixed Effects modelling - Example

Active Group

Patient 1

Mutation (0-100)

Cell Mutation (0-100)
55 75

o

8

65

Patient 2

Patient 3

jon (0-100)

Patient 4

Control Group

Patient 5

65 5 85 95

Cell Mutation (0-100)
7

55

8

(0-100)
75

Cell Mutation

Patient 6

Patient 7

65 5 85 95

Cell Mutation (0-100)
7

55

Patient 8

10
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Mixed Effects modelling - Example

Active Group

Patient 1 Patient 2 Patient 3 Patient 4

75
tation (0-100)

Cell Mutation (0-100)
7

65 5
Cell Mutation (0-100)
55 6 75
Cell Mutation (0-100)
55 65
Cell M
55 65

Control Group

Patient 5 Patient 6 Patient 7 Patient 8

o
9
o

85
8
£
8

Cell Mutation (0-100)
s s 75

55

Cell Mutation (0-100)
2 \
Cell Mutation (0-100)
Cell Mt (0-100)

Mixed Effects modelling - Example

=) 3 questions to ask:
g®1 Does the measure change
£ over time?
53
3 Is there a difference in the
] measure between Active
R treatment and Control?
0 20 40 60 80 .
a2 Does the change over time
Active ———-—- Control

differ between the 2 groups?

11
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Mixed Effects modelling - Example

80
|

The average lines in the Active group
and in the Control group:

- Average intercept in each group

- Average slope of all slopes

70
|

Cell Mutation (0-100)
60
|

50
|

Random intercept and slope
: ‘ , ‘ ; modelling (mixed model):
0 20 40 60 80 .
Day - F|Xed part
Active ————- Control - Random part

40
|

Random intercept and slope modelling
(mixed model)

Fixed component:

-The model will provide us with quantities that are fixed across groups (eg, difference in the
treatment means; slope expressing changes in the outcome with time)

Random component:

- The model will consider certain quantities random

- Each subject has its own intercept and slope and these quantities can be seen as randomly
scattered around a fixed intercept or fixed slope

- The model will estimate the variability of these quantities that are considered random

- These variability is used to adjust in an efficient way for the fact that the data is organised in
terms of repeated measures.

12
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Mixed models using SPSS (be very careful how you set

this up!)

This tells the model

2, Lincar Mixed Mc dels: Fixed Effects

The fixed effects and random
effects need to be specified

. Fixed Effects-
Ao 1 ot e which data e e
formodes it core belongs to the same
Specify both Repeated and Subject variat H Factc d C e Model:
vkt it et i patient Lu e =
F ]
& cetmuaton o
& reanent Cell mutation is
the outcome
- X
Y| -
— [@&a | & cotmutation ) | - Covaronce Type:  (Varans Conponers =
————
(eamea)( FaciIl @ Buid terms © But pested terms. [ nciude intercept
_— R ncudelercept  Sumof squares: (] | E2onrs 20 Covenates: e
U Tp— doy
@ |7 day
[MainErfects~ |
v
[
sibpois Copbtine
X o
. . .»
Our predictors in Y
the model
e

Mixed model results

Estimates of Fixed Effects®
95% Confidence Interval
Parameter Estimate Std. Error df t Sig. Lower Bound | Upper Bound
Intercept 59.358658 | 2.258108 9196 26.287 .0oo 54.268015 64.451302
treat: Active -6.719317 | 3.074642 7.701 -2.185 062 -13.857675 419040
treat: Control ot 0 . . . . .
day 251338 035614 10.103 7.057 .0oo 72096 330583

a. Dependent Variable: cellmutation.

bi. This parameter is setto zero because itis redundant.

Estimates of Covariance Parameters®

Parameter Estimate Std. Error
Residual 20861932 | 4310717
Intercept [subject=id]  “ariance | 13193014 | 9.55G6593
day [subject=id] YWariance 005180 .004s0v

a. Dependent Variable: cellmutation.

Fixed effects

Random effects

13



13/06/2017

Mixed model results

(0-100)

Cell Mutation
/&N
|

Estimates of Fixed Effects™
95% Confidence Interval
Parameter Estimate Std. Error df t Sig Lower Bound | Upper Bound
Intercept 50359659 | 2.258106 9.198 26.287 .aoo 54.268015 64.451302
treat: Active -6.718317W 3.074642 7.701 -2185 062 -13.B57675 419040
treat: Contral 0" 0 .
day 251339 028g14 10.103 7.057 .000 172096 330583

a. Dependent Variable: cellmutation

b. This parameter is setto zero because it

o |
© T T T T T
0 20 40 60 80 . .
Day Estimated value of cell mutation on
mm—— Active === = Control day 0 in the baseline group (Control
group)

Mixed model results

a Estimates of Fixed Effects®

24

95% Confidence Interval
Parameter Estimate Std. Error df t Sig Lower Bound | Upper Bound
Intercept 59.359659 | 2.258106 9.196 26.287 ooo 54268015 64451302

= treat: Active -6.719317 | 3.074642 7.701 -2185 062 -13.857675 418040
3 (< treat: Control o® o
% day 251939 035614 10.103 7.057 000" 172096 330583
% a. Dependent Variable: kellmutation
g b. This parameter is set% zero because itis redundant.
=09 |
T ©
(6]

T T T T
0 20 40 60
Day

‘— Active e mmmm Control

59.36 - 6.72 =52.64

80

Borderline evidence of a difference in

the Active treatment and Control

when adjusting for time and taking

into account repeated measures

It is estimated that the mean mutation value in the Active
treatment to be 6.7 units less (95%CI:-13.86 to 0.42) than in
the Control group, when adjusting for time and taking into
account repeated measures.

14
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Mixed model results

Estimates of Fixed Effects®
95% Confidence Interval
Q| Parameter Estimate Std. Errar df t Sig. Lower Bound | Upper Bound
® Intercept 59353653 | 2258106 8186 26.287 000 54268015 64.451302
- treat: Active -6.719317 | 3.074642 7701 -2.185 062 | -13.857675 419040
”’ treat: Control o° 0 . . . .
s ” day 251339 035614 10103 7.067 000 172086 330583
SR a. Dependent Variabl&\celimutation
9:’ b. This parameteris setl zero because it is redundant.
%
E
5%
There is evidence that the
cell mutation values
increase over time
81 : : : : adjusting for treatment
0 20 60 80

40
Day

— ACtive = wmmwm Control

It is estimated that for each day increase, the
cell mutation increase by 0.25 units (95%ClI

0.17 to 0.33), adjusting for treatment and taking
into account repeated measures.

Mixed modelling — interaction treatment-

time?

80
|

70

Cell Mutation (0-100)
60
|

50
|

T T T T T
0 20 40 60 80
Day

Active ————- Control

Does the change over time differ
between the 2 groups?

Are the slopes for time
different between groups?

Is the slope in one group
steeper than the other?

15
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Mixed modelling — interaction treatment-

time?

60 70 80
| | |

Cell Mutation (0-100)

50
|

40
|

Active ————- Control

Does the change over time differ
between the 2 groups?

Are the slopes for time
different between groups?

Is the slope in one group
steeper than the other?

Mixed models using SPSS —
interaction treatment-time

x|
—
) ]
| T
&hid & celmutatio
(Comue) [zt ) Cane
=== o= 8
Foom (Loswe. )
(Bsmr|
@ Residual Weight:
—
b,

Adding treatment-time interaction
into the mixed model

A2 Linear Hixed Models: Fixed Effects x|

© Buigterns

Factors and Coyariates

@ udpestedterms }
ugdet

i1 treatment day
[ aay treatment

< oy treatment >

A Linear Mixed Models: Random Effects.

-Random Effect 1 of 1
* [varance Components =
Bl Term
© Buid nested terms. ] nclode et

[ include ntercept

MMMMM

[MainEftects_~ |
.
[
Sublect Groupings
Subjects: Combinations:
i X
(conne ] (csncet ] [_rep ]
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Mixed modelling — interaction treatment-

time?

Estimates of Fixed Effects

95% Confidence Interval
Parameter Estimate Std. Error df t Sig. Lower Bound [ Upper Bound
Intercept 58.520833 | 2.335362 11.364 25.059 000 53.400727 63.640040
treat: Active -5.041667 | 3.302700 11.364 -1.527 A54 -12.282591 2188258
treat: Control o* 0 . . . .
day 300298 045692 11.364 6.572 .000 .200122 400473
treat; Active ™ day -087917 064618 11.364 -1.515 157 I -.230586 043753
treat: Control * day [
a. Dependent Variahle: cellmutation.
b. This parameter is setto zero because itis redundant
Estimates of Covariance Parameters®

Parameter Estimate | Std. Error

Residual 20760219 | 4224752

treatment [subject=id]  Variance | 13165566 | 9.168124

day [subject= id] Variance .003408 003560

a. Dependent Variahle: cellmutation.

Is there evidence of an

interaction?

No evidence of

interaction between
treatment and time,
adjusting for
repeated measures

65 70 75 80
| | | |

Cell Mutation (0-100)

60
|

Mixed modelling — interaction treatment-
time?

T
40
Day

60

— ActiVe

= Control

80

Estimates of Fixed Effects”

95% Confidence Interval

Parameter Estimate Std. Error df t Sig. Lower Bound | Upper Bound
Intercept 58.520833 | 2.335362 11.364 25058 000 53400727 63.640940
treat: Active -5.0416! 3.302700 11.364 -1.527 154 -12.282591 2199258
treat: Control :& 0

day 300298 45692 11.364 6.572 .000 200122 400473
treat: Active * day -087917 [ONgE12 11.364 -1.515 67 -.239586 043753
treat: Control * day ot

a. Dependent Variable: celimutation

b. This parameter is setto zero because itis reduNdant.

Estimated mean cell mutation
in the control group at day 0O,

adjusting for repeated
measures

17
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Mixed modelling — interaction treatment-

time?

o |
@© Estimates of Fixed Effects®
95% Confidence Interval

24 Parameter Estimate Std. Error df t Sig Lower Bound | Upper Bound
5} Intercept 58.520833 | 2.335362 11.364 25058 .aoo 53.400727 B63.640940
o
EE* treat: Active -5.041667 | 3.302700 11.364 -1.527 154 -12.282581 2199258
b=t treat: Control 4 0 . .
'% day 300298 45692 11.364 6.572 .aoo 200122 400473
gg’ treat: Active * day -.097917 06268 11.364 -1.5815 157 -.239586 043753
pa— - b
g treat: Control * day 1) [

60

wn
(e
20 40 60 80

Day

‘— Active e wmmm Control

58.52 - 5.04 = 53.48

a. Dependent Variable: celimutation.
b. This parameter is setto zero because itis redundant

Estimated difference in means
between Active and Control
groups at day 0, adjusting for
repeated measures

Mixed modelling — interaction treatment-

time?

Estimates of Fixed Effects”

95% Confidence Interval

8 Parameter Estimate Std. Error df t Sig. Lower Bound | Upper Bound
Intercept 58.520833 | 2.335362 11.364 25058 000 53400727 63.640940
0 treat: Active -5.041667 | 3.302700 11.364 -1.527 154 -12.282591 2199258
~ treat: Control o° 0
g day 300298 045692 11.364 6.572 .000 200122 400473
24 treat: Active * day VUETE‘WR 064618 11.364 -1.515 67 -.239586 043753
g treat: Control * day 0° 0
§ 18 a. Dependent Variable: cellmutation
E b. This parameter is setto zero because itis redufslant.
8|
18 L L
‘ ‘ ‘ ‘ ‘ For each unit increase in time,
0 20 & 60 80 the cell mutation increased on

— Active e wmwm Control

average by 0.30 in the Control

group, adjusting for repeated

measures

18
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70 75 80
|

Cell Mutation (0-100)
65

60

55

Mixed modelling — interaction treatment-
time?

Estimates of Fixed Effects®

95% Confidence Interval

Parametar Estimate Std. Error df 1 Sig. Lower Bound | Upper Bound
Intercept 58.520833 | 2335362 11.364 25.058 000 53.400727 63.640040
treat Active -5.041667 | 3302700 11.364 -1.527 154 -12.282591 2199258
treat: Control i 0

day .300298 045882 11.364 6.572 000 .200122 400473
treat Active * day -.007917 064618 11.364 -1.515 157 -.239586 043753
treat Control ™ day o° \

T T T T
20 40 60 80
Day

— A\Clive == wmwm Control

a. DependentVariable: cellmutation.

0.30 - 0.098 = 0.202

b. This parameter is setto zero because it is redundant.

For each unit increase in time,
the cell mutation increased on
average by 0.202 in the Active
group, adjusting for repeated
measures

Mixed modelling — interaction treatment-

time?

Estimates of Fixed Effects™
5% Confidence Interval
Parameter Estimate | Std. Error df t Sig Lower Bound | UpperBound
9
@ Intercept 58.520833 | 2.335362 | 11.364 | 25.068 000 | 53400727 | 63640940
treat: Active -5.041667 | 3.302700 | 11.364 | -1.527 154 | 12282591 2199258
w0 treat: Control o 0
= day 300298 | 045692 | 11364 | 6572 000 200122 400473
S. treat: Active * day 007917 | 064618 | 11364 | -1515 157 -.238586 043753
S treat: Gontral * day ot ]
=
S a. Dependent Variable: celimutation
g
gﬁf b. This parameter is setta zero because it is redundant
3
© f=|
8
0
Control: 58.52+(0.30*40)= 70.52

80

Active: (58.52-5.04)+(0.30%40)+(-0.098*40)= 61.56

Active versus Control at day 40 : 61.56 - 70.52 =- 8.96

-8.96 (95%CI: -15.36 to -2.56); p=0.006

19
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Repeated measures analysis - Conclusion

*Repeated measures analysis is more complex than using traditional statistical
methods

eStart with simple statistical methods, if possible, and develop into more
complex statistical methods

* Mixed models are very flexible and efficient approaches to analyse repeated
measures but they can be very complex
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